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Topics:

• Memory

• Primary Memory

• Secondary Memory

• Secondary Memory Storage Technologies

• Input

• Output

• Buses

Recap: Last Week
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Recap: Up to now!

CPU MEMORY

I/0
- Input devices
- Output devices
- Storage (long-
term)

System bus

Input/Output bus

- Main memory
- Cache memory
- ROM (boot instructions)



System Software
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• The Operating System Level

• Operating System Services

• File System Fundamentals

• File System Types

• Process Management

• CPU Scheduling

• Memory Management

• Example Operating Systems

Overview
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In order to achieve the unit learning objectives, on successful 
completion of this topic, you should be able to:

Describe how computing systems are constructed of layers upon 
layers, based on separation of concerns, with well-defined interfaces, 
hiding details of low layers from the higher layers. This can be 
motivated by real-world systems, like how a car works, or libraries. 

Recognize that hardware, VM, OS, application are additional layers of 
interpretation/processing.

Describe the mechanisms of how errors are detected, signalled back, 
and handled through the layers. 

Objectives
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Reading



The Operating 
System Level
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• We’ve seen the digital logic level – that forms the basis of the 
computer

• We’ve seen the microarchitecture level which provides access to 
the digital logic level

• We’ve seen the Instruction Set Architecture level which provides a 
software/hardware interface which the compiler writes to

• Now we will move up another level to the Operating System Level

The Operating System Level
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Operating System Machine

Positioning of the operating system machine level.
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Systems software

• Consists of all the programs that enable the computer and its peripheral 
devices to function smoothly

• Divided into two main categories:

- The Operating System

- System utilities (utility programs)

Operating system (OS)

Set of programs that coordinate:

• Interactions of hardware components to each other

• Interaction between application software & computer hardware

• Mostly stored on a hard disk or memory chip in handheld PCs

• Usually designed to work with a specific hardware e.g., PC, iPhone

Systems Software
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Definition

An Operating System (OS) consists of a set of sophisticated,
coordinated and cooperative programs which makes the hardware
useful by providing an interface to the user and other programs
which require the use of the computer's resources.

The Operating System Level
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The Operating System

Basic  functions

• Starts the computer

• Handles input and output device 
messages

• Manages applications

• Manages memory

• Provides a user interface for 
communication
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The Operating System

System Startup

BIOS = Basic Input/Output
System

POST = Power-on Self-Test
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• Not all processors need an OS.

• For example: dedicated embedded applications. 

• In such applications, a program in Non-volatile memory controls 
the system. 

• Examples:

• a car's engine management system, climate control.

• All microprocessor controlled home electronic devices

• Bank ATM’s

• Embedded systems are not designed to do general purpose 
computing!

OS required?



Operating System 
Services
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The services provided by an operating system (OS) can be broken 
down into the following basic and fundamental functions:

• User interface and User Management

• I/O Management

• File System Management 

• Process Management

• Memory Management 

• CPU Management

Operating System Services
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(1) User interface and User Management

• GUI (Quartz/X11/MS windows) or CLI (terminal).

• login/logout

• accounting info

• access control

• account maintenance

Operating System Services
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(2) I/O Management

• I/O services

• Device management

• “Every day common services”

• Typical examples are

• Keyboard

• Mouse

• Window manager I/O support

Operating System Services
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(3) File System management

• Providing an abstract view of secondary storage to the user. 

• Functions include 

• device maintenance, 

• volume maintenance, 

• creation/deletion, 

• backup/recovery

Operating System Services
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(4) Process Management

• The running of programs (note: the OS itself is a program).

• Process creation/deletion

• Process loading

• Inter-process communication

(5) Memory Management

• Very important task of OS 

• Even the most simple OS has to perform memory management. 

• Involves memory allocation, swapping, address translation.

Operating System Services
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(6) CPU Management

• Interrupt handling 

• CPU scheduling

• Closely linked to process management

Operating System Services



File System 
Fundamentals
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• A single disk has two sides (surfaces). 

• Each side is divided into tracks. 

• Tracks are numbered: 0 (outermost), 1(the next one), 2, and so 
on. 

• A track is divided into sectors. 

• Each disk within a hard drive is called a platter.

Disk Basics
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• Sectors on a disc are accessed by specifying platter, side, track 
and sector within track.

• However, it is easier to deal with logical sectors instead: all 
sectors on a drive are aggregated into a single numbering system: 
0, 1, 2, 3....

• A sector is the smallest block that can be read/written.

• However most OS can read/write larger blocks.

Accessing a Disk
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• All bootable disks have a boot sector.

• It is expected to be found in sector 0.

• It contains a data section and a boot loader program.

• The data stored includes information about the sector and cluster 
sizes of the disk.

• The boot loader loads the operating system. 

• File systems ‘know’ that the boot sector cannot be used.

The Boot Sector
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• Files are an abstraction provided to the user by an OS.

• A file is a named collection of bytes on secondary storage. 

• They are composed of data clusters.

• The data clusters may not be contiguous.

• The bytes are translated by a program to do what they are meant 
to do.

• For example, a text file can be converted to readable text using a 
program ─ emacs, notepad etc.─ that can translate the ASCII to 
screen characters.

• A binary file (non ASCII) will require the appropriate program to 
translate it to something relevant to the program.

• The file extension gives the OS information about what program to 
use.

Files
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• Concerns with:

• storage,

• hierarchical organisation,

• manipulation,

• navigation,

• access,

• and retrieval of files.

• The file system is the part of the OS which manages files stored 
on secondary memory devices.

• It provides device independence.

File System Definition
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• Creating a file

• find space on the device

• add an entry into the directory

• Writing

• use a system call to specify the file and the data to be written

• find space on the device

• maintain a write pointer into the file

• Reading

• use a system call to specify the file and the data to be read

• maintain a read pointer into the file

File System File Functions (1/2)
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• Deleting

• search the directory index for the file

• remove the entry

• update the free space information

• Truncating (to shorten, or lengthen)

• search the directory index for the file

• change the entry

• update the free space information

• Seeking (within a file)

• maintain a seek pointer within the file

File System File Functions (2/2)
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• OS dependent file system types:

• FATnn (File Allocation Table): MS-DOS and early Windows

• NTFS:  Windows NT onwards

• MFS: Early MAC file system

• HFS: High speed MAC file system

• EXTn: Linux file systems

• Hardware dependent file systems:

• ISO9660: International Standards Organisation standard for CD-
ROM

• ISO/IEC 13346: ISO standard for optical disks

• JFFS2/YAFFS: Flash memory file systems

File System Types
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File systems vary in terms of:

• maximum volume (disk) size

• maximum file size

• maximum file name size

• compression/encryption availability

• access checking

• directory contents (file information is stored)

• directory structure (how it is stored) 

• file allocation

• free space tracking

Variations Between File Systems
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• All file systems must store data about the files.

• This metadata includes:

• name;

• descriptor (unique ID);

• location(s) on disk (addresses);

• size;

• attributes (e.g. read only);

• permissions (some FS only);

• date and time file created, last modified etc;

• compression/encryption information.

• system file type: directory, link, data etc (some FS only).

File Information
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• There are many ways in which file information can be stored 
within the directory file.

• Three common methods are:

• Table (FAT)

• B+ Trees (NTFS) (Can have many children per node)

• B* Trees (EXT) (includes child redistribution)

• Tree is an important data structure and will be covered in other 
units.

Directory Implementation
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• There are three main types of disk file allocation:

 Contiguous (IBM VM/CMS)

 Linked (FAT)

 Indexed (EXT2 and NTFS)

File Allocation Types (1/4)
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(1) Contiguous File Allocation

• Early method.

• The simplest method.

• Each file placed in contiguous clusters.

• This means whole file needs to be moved if it becomes too big for 
the space.

• A large enough space has to be found for the whole file.

• This has a performance impact.

File Allocation Types (2/4)
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(2) Linked File Allocation

• Each file block links to the next file block.

• Sequential file access is still fast.

• Non-sequential becomes slow.

• Files become fragmented which slows down access.

• To improve access time, the list of links can be stored in a table: 
hence the FAT (File Allocation Table) disk system.

File Allocation Types (3/4)
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(3) Indexed File Allocation

• Files do not have to be contiguous.

• A link block keeps track of where the file parts are stored.

• Multiple link blocks can be used if the file is large.

File Allocation Types (4/4)



ICT170: Foundations of Computer Systems, Topic 5.  Ferdous Sohel 39

The are four main methods by which free space is tracked:

1. Bit Vector (ext2)

• Free space on the disk is tracked by a bit-vector

2. Linked List (FAT)

• Inverse of the linked allocation method 

• in this case we have a linked list of the free space

3. Grouping

• Inverse of the index allocation method

• The first free block holds the addresses of subsequent free blocks.

4. Counting  (NTFS)

• Keeps a list of the contiguous blocks of free space

• e.g Block 20, 3000: means that starting from block 20, there are 

3000 blocks of free space

• Leverages the fact that space is generally assigned or freed in large 

blocks

Managing Free Space
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• There is no guarantee that a file is correct or that the directory 
structure matches that stored in the directory information.

• Program/computer crashes and bad sectors cause problems.

• Tools such as fsck/chkdisk helps to check the consistency of the 
claimed structure with the actual structure.

• These can fix the directory information, but cannot recover lost 
information.

Disk Problems



File System Types
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• Used within MS-DOS and early Windows

• There are two parts to the FAT file system information:

 The FAT file itself

 The directory index file

• These are found directly after the boot sector on the disk.

The FAT File System
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The FAT File System

DISK

Boot Sector FAT Directory File All other files...
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The FAT

• The File Allocation Table mimics the disk 
structure.

• Originally designed for floppy disks.

• It has a fixed size (64 K entries).

• Therefore the number of clusters within the 
structure must remain the same.

• This means that the larger the disk, the 
larger the size of the file cluster.

• This leads to inefficiencies.

• The different clusters used for a file are 
linked using ‘pointers’.

100 102

101

102 108

103

104 105

105

106

107

108

etc

Cluster
Next

Cluster
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• The directory information is stored in a simple file.

• The file is a simple table.

• This makes it slow to search, add to, delete from etc.

• Each file has one entry in the directory table.

• Each entry is 32 bytes:

• 0x00..0x07: Filename (8 chars/bytes)

• 0x08..0x0a: Extension (3 chars/bytes)

• 0x0b..0x10: Attributes: read-only, hidden, system file,
subdirectory, archive, dates, etc (19 bytes)

• 0x1a..0x1b: First cluster: an entry point into the FAT (2 

bytes).

The FAT Directory Structure
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The FAT Directory Structure

100 102

101

102 108

103

104 105

105

106

107

108

etc

FAT

W S - 0 2 P D F ... 100

L E C - 0 9 c P P T ... 104

Directory File

etc.
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The ext2 File System

DISK

Boot SectorBlock Group 1Block Group 2 Block Group n...

super
block

group
descriptor

block
bitmap

inode
bitmap

inode
table

data blocks... (files)
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inode links 
(http://e2fsprogs.sourceforge.net/ext2intro.html)

12 of these

1 each of these
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• The same as ext2, but with the addition of journalling.

• All writes are preceded and followed with an entry into a log.

• In the event of a disk crash, any incomplete writes can be rolled 
back.

Ext3, third extended filesystem
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• Windows NT, Windows XP, Windows Servers 2003, 2008, Vista and 
Windows 7, Released 1993

• Similar to ext3, but with

• file system encryption

• file system compression

• access control lists

• Unlike FAT it allows hard and symbolic links, however Explorer 
does not handle these!

• Unlike FAT and ext2/3 it uses a B+ tree to store the directory 
information: this allows faster searching.

NTFS
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• Flash drives do not use the same file systems as hard drives 
because:

• they suffer from wear;

• the seek time is fast compared to a hard drive;

• the erase time is slow compared to a hard drive.

• Each segment of a flash drive can only be used/erased a limited 
number of times.

• Therefore a file system is required that does wear levelling.

• One of the most common methods is the log-structured file 
system.

• The storage is considered a circular log.

• Writes always occur at one end of the log.

• Free space is then reclaimed at the end of the log.

Flash File Systems



Process Management
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• Why do we want to run multiple programs concurrently?

• To make as efficient use of the computer resources (typically 
the CPU) as possible. The CPU should not be kept running idle 
waiting for something to happen.

• User programs may not be running all the time. Such processes 
could be waiting for I/O - waiting for the user to press a key. 

• Think of a word processor. Almost all of the word-processor’s 
time is spent waiting for a key to be pressed.

Multi-Tasking Rationale 
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Does the CPU actually stop running?

• No: the CPU goes through the fetch/execute cycle (FEC) from 
power up – i.e. it runs something all the time. 

• If there are no user programs to run, then maintenance tasks 
such as indexing may be running.

• If you look at the Task Manager in Windows, and sort under CPU, 
then you will see that the process using most of the CPU is usually 
the “System Idle Process”!

Multi-Tasking Rationale 
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Task Manager: Processes

The process 
name

The user running 
that process

The current 
amount of CPU 
usage for that 
process

The current 
amount of RAM 
being used by 
that process
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Activity Monitor
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• It is useful to have several user programs/processes alternating in 
execution, e.g., background printing, clock, network popup 
messages etc.

• The full list of processes will include many things that are not 
applications that you have started explicitly started.  For example 
drivers, virus protection etc.

• This is known as multi-tasking - it gives the appearance that a 
computer is running several programs simultaneously

• The CPU is still only executing one program at any one time - The 
CPU switches between the tasks

• The Task Manager indicates which processes are using the CPU, 
and what percentage of the CPU time they are using.

Process Management
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• There is no limit on the number of processes that can be in RAM 
at the same time.

• However some of the processes may slow down the running of 
your computer.

• Others may slow down the booting up of your computer.

• Still others may be malware!

The Number of Processes
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• MSDOS used a TSR (terminate and stay resident) method to 
emulate multi-tasking.

• Windows uses co-operative multi-tasking. 

• Unix uses time-sharing.

• Of course in a dual core CPU you do actually have two processors 
working simultaneously and  hence true multi-tasking!

 A quad has four processors (etc.)

Types of Multi-tasking
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• Fundamental to the concept of multi-tasking.

• An instance of execution of a program - each instance is a 
process. 

• Executing Code + Data constitutes a Process

• In unix (including cygwin) typing “ps” will list the current 
processes.

• In Windows, the Task Manager (ctrl-alt-del), has a tab showing 
the currently running processes.

Processes (tasks)
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• Active (running): a process is said to be active if it currently has 
the CPU

• Ready: a process is said to be in the ready state if it could use a 
CPU if one was available

• Blocked: a process is said to be in blocked state if it is waiting for 
some event to happen (e.g., I/O transfer) before it can proceed

Process States
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• The simplest scheduling policy. 

• The CPU time is divided into time-slices. 

• A real-time clock generates pulses at regular and frequent 
intervals (typically 1/100 second). 

• At each pulse, the OS performs the following steps:

• suspends the current process

• searches the process list for a ready process

• runs that process for the rest of the current time-slice

Round Robin Scheduling



Memory Management
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• Memory Management (MM) is required for the effective use of a 
computer even for a single tasking OS (eg. to hold the OS and 
user program)

• For a multi-tasking OS, MM is absolutely essential.

• Memory must be divided/shared by the resident part of the 
operating system.

• It is the function of the OS to perform this task of Memory 
Management.

• There are different ways to manage memory – as follows…

Memory Management 



ICT170: Foundations of Computer Systems, Topic 5.  Ferdous Sohel 65

• The physical memory in RAM is divided into equal sized pages 
(page frames).

• When processes (running programs) are loaded into memory, they 
use up 1 or more frames.

• In other words the program is divided up into equal sized ‘chunks’.

• Unfortunately it is extremely unlikely that any process will have a 
size that is an exact multiple of the page size.

• Therefore for any process there will be a page that is partly 
empty.

• This is called internal fragmentation.

MM Using Frames



ICT170: Foundations of Computer Systems, Topic 5.  Ferdous Sohel 66

Internal Fragmentation of RAM due to 
Paging

These portions of 
memory are lost until 
the process using
that particular frame 
is completed.

Frame 0

Frame m

Process 0

Process 1

Process 

2

Frame 1

Frame 2
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• The physical memory in RAM is divided into variable sized 
segments.

• When processes (running programs) are loaded into memory, they 
are divided up into variable sized logical segments of memory: 
usually for code, data, the program stack and extra data.

• This use of variable sized pieces of memory avoids internal 
fragmentation.

• However segmentation leads to a different problem.

• Since the space required by the last process is unlikely to be 
exactly the same size as the space required by the next process, 
unused ‘gaps’ start being left in memory.

• This is called external fragmentation.

MM Using Segmentation
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External Fragmentation of RAM 
due to Segmentation

Three processes are 
currently residing in 
memory

Process 0

Process 1

Process 2
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External Fragmentation of RAM 
due to Segmentation

Process 1 completes and 
is unloaded, leaving an 
unused gap in RAM

Process 0

Process 2
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External Fragmentation of RAM 
due to Segmentation

Process 3 is loaded, but 
is smaller than Process 1 
was, leaving wasted 
space

Process 0

Process 2

Process 3
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• On my desktop I generally have open around 20 programs.

• They cannot all actually fit in RAM at once.

• To enable a computer to handle more processes at once than can 
fit in memory, pages are created on disk that are the same size as 
those in RAM.

• At a specific point in time, a page (frame) may either be in RAM or 
on disk, they are swapped between the two as needed.

• A page table keeps track of which frames are currently in RAM and 
which are on disk.

• The memory on disk is known as virtual memory and resides in 
the disk swap area of the hard drive.

• The use of virtual memory should be transparent to the user.

Virtual Memory



Example Operating 
Systems
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• Three major categories of operating systems

• Client: Stand-alone operating systems—used by single users 
– does not need to be connected to any other system to run

• Server: Server operating systems—used in client/server 
network environments

• Embedded operating systems—found on ROM chips in portable 
or dedicated devices

• Examples on next page

Exploring Popular Operating Systems
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Exploring Popular Operating Systems



Additional Materials 
for Self-Learning 
Exercises
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Assembly language: FLAGS
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Assembly language: LOOP



Summary
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• The Operating System Level

• Operating System Services

• File System Fundamentals

• File System Types

• Process Management

• CPU Scheduling

• Memory Management

• Example Operating Systems

Summary




